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Federated Learning2a
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A How momentum can help reduce client drift
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Figure 2: Client-drift in FEDAVG (left) and MIME (right) is illustrated for 2 clients with 3 local steps
and momentum parameter � = 0.5. The local SGD updates of FEDAVG (shown using arrows for
client 1 and client2) move towards the average of client optima x?
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2 which can be quite different
from the true global optimum x?. Server momentum only speeds up the convergence to the wrong
point in this case. In contrast, MIME uses unbiased momentum and applies it locally at every update.
This keeps the updates of MIME closer to the true optimum x?.
In this section we examine the tension between reducing communication by running multiple client
updates each round, and degradation in performance due to client drift [30]. To simplify the dis-
cussion, we assume a single client is sampled each round and that clients use full-batch gradients.

Server-only approach. A simple way to avoid the issue of client drift is to take no local steps.
We sample a client i ⇠ D and run SGD with momentum (SGDm) with momentum parameter � and
step size ⌘:

xt = xt�1 � ⌘ ((1� �)rfi(xt�1) + �mt�1) ,

mt = (1� �)rfi(xt�1) + �mt�1 .
(2)

Here, the gradient rfi(xt) is unbiased i.e. E[rfi(xt)] = rf(xt) and hence we are guaranteed
convergence. However, this strategy can be communication-intensive and we are likely to spend all
our time waiting for communication with very little time spent on computing the gradients.

FEDAVG approach. To reduce the overall communication rounds required, we need to make more
progress in each round of communication. Starting from y0 = xt�1, FEDAVG [41] runs multiple
SGD steps on the sampled client i ⇠ D

yk = yk�1 � ⌘rfi(yk�1) for k 2 [K] , (3)

and then a pseudo-gradient g̃t = �(yK �xt) replaces rfi(xt�1) in the SGDm algorithm (2). This
is referred to as server-momentum since it is computed and applied only at the server level [25].
However, such updates give rise to client-drift resulting in performance worse than the naı̈ve server-
only strategy (2). This is because by using multiple local updates, (3) starts over-fitting to the local
client data, optimizing fi(x) instead of the actual global objective f(x). The net effect is that
FEDAVG moves towards an incorrect point (see Fig 2, left). If K is sufficiently large, approximately

yK  x?

i
, where x?

i
:= argmin

x
fi(x)

) Ei⇠D[g̃t] (xt � Ei⇠D[x
?

i
]) .

Further, the server momentum is based on g̃t and hence is also biased. Thus, it cannot correct for
the client drift. We next see how a different way of using momentum can mitigate client drift.

Mime approach. FEDAVG experiences client drift because both the momentum and the client
updates are biased. To fix the former, we compute momentum using only global optimizer state as
in (2) using the sampled client i ⇠ D:

mt = (1� �)rfi(xt�1) + �mt�1 . (4)

To reduce the bias in the local updates, we will apply this unbiased momentum every step k 2 [K]:

yk = yk�1 � ⌘((1� �)rfi(yk�1) + �mt�1) . (5)
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yi := yi − η((1−β)∇fi(yi) + βm)

m := (1−β)∇f(x) + βm

for some local steps

aggregated on server 
after each round

Mime algorithm framework
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✤ Federated
✤ Ordering of training 

Set of active clients evolves (how?)

✤ Clients = Tasks 
Sequential fine-tuning 
Transfer learning, 
overparameterized models?

✤ Train alone or collaborate?

Federated vs Personalized Learning



Decentralized Learning2c

user

user

user

user

user

user



Motivation

image source

✤ Applications:  
any ML system with user data 
servers, devices, sensors, hospitals, ...

user
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user

AI utility, control and privacy
aligned with data ownership

✤ Advantages: 

https://pixabay.com/photos/computer-business-typing-keyboard-1149148/
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Communication Compression

 

✤ limited-bit precision vector

e.g. 1-bit per entry reduces 
communication 32 times

✤ random/top k% of all the entries

e.g. k=0.1% reduces communication 1000 times

✤ low rank version of the gradient?



backprop is fast: 
linear time
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Figure 1: Compression schemes compared in this paper. Implementation details are in Appendix E.

and generalization for compression schemes (Karimireddy et al., 2019). This can enable general35

biased gradient compression schemes to reach the target test accuracy.36

Thirdly, there is growing evidence that the generalization ability of modern over-parameterized37

deep learning models is related to low-rankedness (Arora et al., 2018; Martin & Mahoney, 2018;38

Collins et al., 2018). Using a low-rank update (as we do) can be viewed as implicitly performing39

spectral regularization (Gunasekar et al., 2018) and hence can be expected to have good generalization40

properties (Yoshida & Miyato, 2017). Further, Wang et al. (2018) show that the eigenspectrum of the41

stochastic gradients for deep learning models decays, suggesting that a rank-based schemes can get42

away with aggressive compression without sacrificing convergence.43

In this work, we design POWERSGD with the above observations in mind. POWERSGD computes a44

low-rank approximation of the gradient using a generalized power iteration (also known as subspace45

iteration (Stewart & Miller, 1975)). The approximation is computationally light-weight, avoiding46

any prohibitively expensive Singular Value Decomposition. Using all-reduce gradient aggregation,47

we empirically demonstrate that POWERSGD achieves wall-clock speedups over regular SGD in a48

16-GPU setting, even with the optimized NCCL communication backend on a fast network (and is49

the only algorithm to do so.) We reduce the net communication time (gradient exchange including50

the coding and decoding) by 54% for RESNET18 on CIFAR10 and by 90% for language modeling51

using an LSTM on WIKITEXT-2. Training time to full test quality is reduced by 24% for RESNET1852

and by 55% for the LSTM.53

2 Related work54

Gradient compression A number of recent works have proposed different compression schemes:55

Alistarh et al. (2017) and Wen et al. (2017) quantize each coordinate of the gradient; Seide et al.56

(2014); Carlson et al. (2015); Bernstein et al. (2018, 2019) and Karimireddy et al. (2019) replace57

each coordinate of the gradient with its sign; Lin et al. (2018); Stich et al. (2018) and Wangni et al.58

(2018) use the largest few coordinates; and Konečnỳ et al. (2016) and Wang et al. (2018) use a low-59

rank approximation. See Figure 1 for an illustration. The latter three methods—specifically signed60

compression with majority vote (called Signum) from Bernstein et al. (2019), the top coordinates61

(top-K) from Lin et al. (2018); Stich et al. (2018), and low-rank approximation (Spectral Atomo) from62

Wang et al. (2018)—were shown to converge faster (in terms of number of bits communicated) than63

the former quantization-based approaches (QSGD) of Alistarh et al. (2017). Perhaps the work closest64

to ours is Spectral Atomo by Wang et al. (2018). Spectral Atomo performs importance sampling of the65

gradient’s singular vectors and is an unbiased compression scheme. It requires, however, performing66

a full Singular Value Decomposition every iteration and is hence computationally impractical.67

Error feedback First introduced in (Seide et al., 2014) and analyzed in (Stich et al., 2018) for the68

convex case, error feedback involves computing the difference between a worker’s gradient and the69

compressed gradient (i.e. error) and adding it back to the next gradient (feedback). Karimireddy et al.70

(2019) analyze the non-convex case and show that error feedback is crucial both for convergence and71

generalization when using biased compressors (e.g. sign or top-K). The practical algorithm proposed72

by Lin et al. (2018) can also viewed as an approximate top-K compressor with error feedback. In73

general, biased compression schemes equipped with error feedback tend to out-perform their unbiased74

counterparts.75

Low-rank learning Recent works argue that in modern over-parameterized deep networks, the final76

model learnt has a ‘low stable-rank’ (Martin & Mahoney, 2018; Li et al., 2018). This can partially77

2
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fast compression?

Fast power iterations

p := G q
q := G⊤p

𝒞(G) = pq⊤

▪ PowerSGD

Low-Rank Communication Compression



p := 1
2 (M(1) + M(2)) q

p := 1
2 (M(1) q + M(2) q)
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✤ Efficiency: Communication & Compute 
on-device learning, Edge AI 
peer-to-peer communication 

✤ Privacy 
data locality, leakage?, attacks?

✤ Robustness & Incentives 
tolerate bad players, reward collaboration

Building Blocks for Decentralized ML



Robustness 
During Training and Inference
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Gradients from  
faulty/malicious collaborators: 
        - Byzantine-robust Training

3a
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Byzantine Robust Training

server

Unstable
Client

Malicious
Client

w := w − γ agg({gi})
g1 gn

agg({gi}) := avg({gi})

:= CM({gi})

Examples: 

•Coordinate-wise median  
[Yin et al. 2017]

•Krum 
[Blanchard et al. 2018] 

•Geometric median  
/ RFA [Pillutla et al. 2019] 



Byzantine-robust training

Zeno: Byzantine-suspicious stochastic gradient descent, 2018, Cong Xie et al.

✤ Mean vs median 



Negative result

✤ Robustness of the aggregation rule   
does not imply robust training: 
time-coupled attacks - “little is enough”

✤ Any aggregation rule which does not use history  
can fail for training (convergence)

agg({gi})



Fix: Using history with momentum 

✤ Simply use worker momentum 

✤ Effectively averages past gradients, reducing variance 

✤ (Robustly) aggregate worker momentum instead of gradients 

w := w − γ agg({mi})

mi := (1 − β)gi + βmi



Robustness vs Fairness
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Image: Tom B. Brown/Dandelion Mané

Image: Elsayed ,Papernot et al 2018

Adversarial Attacks (at inference time)3b

https://arxiv.org/pdf/1712.09665.pdf


Adversarial Attacks (at inference time)

Image: Mądry, Schmidt
More info: 
http://gradientscience.org/intro_adversarial/

http://gradientscience.org/intro_adversarial/
http://gradientscience.org/intro_adversarial/


Adversarial Attacks
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<latexit sha1_base64="T9vHrzBNBNI9njIOvOVQFnxTLt8=">AAAFVHicddRPb9MwFABwb2thFBgdHLlErZA4oCnhAseKMYkLYky0m9RUle04nTX/iWwnbWdF4oNwhY+ExHfhgPtHYnkFS4me/H5+dhzLpBDcujj+tbd/0Grfu3/4oPPw0eOjJ93jpyOrS0PZkGqhzRXBlgmu2NBxJ9hVYRiWRLBLcnO6yl9WzFiu1Re3LNhE4pniOafYha5pt5sqTASe+nRRTXkd5dNuPz6J1y3aDZJt0B/00t5XhND59Lj1Ks00LSVTjgps7TiJCzfx2DhOBas7aWlZgekNnrFxCBWWzE78eul19CL0ZFGuTXiUi9a9d0d4LK1dShKkxO7awtyq81+5cenytxPPVVE6puhmorwUkdPRah+ijBtGnViGAFPDw1ojeo0Npi7sVqeTvmfhYwz7GAp/KpjBThufUq2q2q/f/xHhP9R+9QolFJtTLSVWmU8vap+uFkmIv6jrKGpmz/5mz2o4FIcpU6JFttoHLTwOogEIAAQCCgCFIAMgg4ABwCDIAcghmAEwg0ACICEoACggsABYCEoASggqACoI5gDMIVgAsIBgCcASglsAbncOxFA2xRCWGAEw2ikRN0EMK/CsCVKuHd6pUmmKyfboUryZp3nwtCnu5E9DPtwvCbxNdoPR65MkPkk+J/3BO7Rph+g56qGXKEFv0AB9QOdoiCiq0Df0Hf1o/Wz9bh+02xu6v7cd8ww1WvvoDwXO8Vg=</latexit><latexit sha1_base64="EBQjQyE92ildIYK+em8g304fOh4=">AAAFVHicddTPbtMwGABwb2thFBgdHLlErZA4oCnhMo4VYxIXxJhoN6mpKsdxOmv+E9lO2s7KA/AEXLjCi/AOIN6FA05bieUrWEr0yd/Pnx3HcpJzZmwY/trZ3Wu179zdv9e5/+DhwaPu4eORUYUmdEgUV/oywYZyJunQMsvpZa4pFgmnF8n1SZ2/KKk2TMmPdpnTicAzyTJGsPVd0243ljjheOriRTllVZBNu/3wKFy1YDuINkF/0It7nz5//3k2PWy9iFNFCkGlJRwbM47C3E4c1pYRTqtOXBiaY3KNZ3TsQ4kFNRO3WnoVPPM9aZAp7R9pg1Xv7REOC2OWIvFSYHtlYK7u/FduXNjs1cQxmReWSrKeKCt4YFVQ70OQMk2J5UsfYKKZX2tArrDGxPrd6nTiN9R/jKbvfOH3OdXYKu1iomRZudX7P8L/h8rVL19C0jlRQmCZuvi8cnG9yCRx51UVBM3s6d/saQWHYj9lnCie1vuguMNeNEACQAIBAYBAkAKQQkABoBBkAGQQzACYQSAAEBDkAOQQGAAMBAUABQQlACUEcwDmECwAWECwBGAJwQ0AN1sHYiiaYghLjAAYbZUImyCEFVjaBDFTFm9VKRXByeboEryep3nwlM5v5U983t8vEbxNtoPRy6MoPIo+RP3Ba7Ru++gp6qHnKELHaIDeojM0RASV6Av6ir61frR+t/fa7TXd3dmMeYIarX3wB3hQ85I=</latexit><latexit sha1_base64="EBQjQyE92ildIYK+em8g304fOh4=">AAAFVHicddTPbtMwGABwb2thFBgdHLlErZA4oCnhMo4VYxIXxJhoN6mpKsdxOmv+E9lO2s7KA/AEXLjCi/AOIN6FA05bieUrWEr0yd/Pnx3HcpJzZmwY/trZ3Wu179zdv9e5/+DhwaPu4eORUYUmdEgUV/oywYZyJunQMsvpZa4pFgmnF8n1SZ2/KKk2TMmPdpnTicAzyTJGsPVd0243ljjheOriRTllVZBNu/3wKFy1YDuINkF/0It7nz5//3k2PWy9iFNFCkGlJRwbM47C3E4c1pYRTqtOXBiaY3KNZ3TsQ4kFNRO3WnoVPPM9aZAp7R9pg1Xv7REOC2OWIvFSYHtlYK7u/FduXNjs1cQxmReWSrKeKCt4YFVQ70OQMk2J5UsfYKKZX2tArrDGxPrd6nTiN9R/jKbvfOH3OdXYKu1iomRZudX7P8L/h8rVL19C0jlRQmCZuvi8cnG9yCRx51UVBM3s6d/saQWHYj9lnCie1vuguMNeNEACQAIBAYBAkAKQQkABoBBkAGQQzACYQSAAEBDkAOQQGAAMBAUABQQlACUEcwDmECwAWECwBGAJwQ0AN1sHYiiaYghLjAAYbZUImyCEFVjaBDFTFm9VKRXByeboEryep3nwlM5v5U983t8vEbxNtoPRy6MoPIo+RP3Ba7Ru++gp6qHnKELHaIDeojM0RASV6Av6ir61frR+t/fa7TXd3dmMeYIarX3wB3hQ85I=</latexit><latexit sha1_base64="ILvK/nyEUx12KlwWfimJ5+9iXF4=">AAAFVHicddRPb9MwFABwb2thFBgdHLlEVEgcUJVwgePEmMQFMSbaTWqqynaczpr/RLaTtrPyTbjCR0Liu3DAaSuxvIKlRE9+Pz87jmVSCG5dHP/a2z/odO/dP3zQe/jo8dGT/vHTsdWloWxEtdDmimDLBFds5LgT7KowDEsi2CW5OW3ylxUzlmv11a0KNpV4rnjOKXaha9bvpwoTgWc+XVYzXkf5rD+Ih/G6RbtBsg0GaNvOZ8ed12mmaSmZclRgaydJXLipx8ZxKljdS0vLCkxv8JxNQqiwZHbq10uvo5ehJ4tybcKjXLTuvTvCY2ntSpIgJXbXFuaazn/lJqXL3009V0XpmKKbifJSRE5HzT5EGTeMOrEKAaaGh7VG9BobTF3YrV4v/cDCxxj2KRT+XDCDnTY+pVpVtV+//yPCf6h98wolFFtQLSVWmU8vap82iyTEX9R1FLWzZ3+zZzUcisOUKdEia/ZBC4+DaAECAIGAAkAhyADIIGAAMAhyAHII5gDMIZAASAgKAAoILAAWghKAEoIKgAqCBQALCJYALCFYAbCC4BaA250DMZJtMYIlxgCMd0rEbRDDCjxrg5Rrh3eqVJpisj26FG/maR88bYo7+dOQD/dLAm+T3WD8ZpjEw+RLMjh5v71pDtFz9AK9Qgl6i07QR3SORoiiCn1D39GPzs/O7+5Bt7uh+3vbMc9Qq3WP/gCNBe/4</latexit>

✤ Standard training

✤ Attacking

change model

change data
max

e∈R∞(0,ε)
fw(xi + e)

min
w

fw(xi)

✤ by Projected Gradient Descent!



Privacy
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✤ Secure Multiparty Computation

✤ secure aggregation 
(private gradients, public model)

✤ Differential Privacy

✤ Privacy/inference Attacks



Leveraging Heterogenous Systems 
Compute & Memory Hierarchy: Which data to put in which device?

machine 1

⚙

machine 2

⚙

GPU 1a

⚙⚙⚙⚙

FPGA 1b

⚙⚙⚙⚙
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Unit A

⚙

Unit B

⚙⚙⚙⚙

30GB 8GB

Leveraging Heterogenous Systems

adaptive importance sampling of datapoint 
e.g. for general linear models, or word2vec



Trends - Systems

✤ new hardware

✤ efficient numerics (limited precision), model 

compression

✤ sparse ops

✤ Groq, TPU, Cerebras

✤ Software frameworks

✤ AutoGrad (Jax, PyTorch, TensorFlow etc)

✤ Backends for new hardware

machine 1

⚙
GPU 1a

⚙⚙⚙⚙

FPGA 1b

⚙⚙⚙⚙



Number formats for DL

FP8



Practical tricks

✤ feature hashing ✤ limited precision operations



Meta-learning & Auto ML

✤ learning to learn 
adaptive methods

✤ hyper-parameter optimization 
zero-order methods

✤ neural architecture search 
zero-order, warm-start



Thanks!
mlo.epfl.ch
tml.epfl.ch

http://mlo.epfl.ch
https://www.epfl.ch/labs/tml/

