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(Convex conjugate)

For a function f : Rd → R∪{+∞} (which is not necessarily convex !), we consider its convex conjugate which
for y ∈ Rd is defined as

f∗(y) = sup
x∈Rd

(〈x, y〉 − f(x)) ∈ R ∪ {+∞}

Prove the following properties.

1. Show that f∗ is convex.

2. Show that for x, y ∈ Rd, f(x) + f∗(y) ≥ 〈x, y〉. This is known as Fenchel’s inequality.

3. Show that the biconjugate f∗∗ (the conjugate of the conjugate) is such that f∗∗ ≤ f .

The Fenchel-Moreau theorem (which we will not prove here) states that f = f∗∗ if and only if f is convex and
closed. It will turn out to be useful to show the following property.

4. Assume that f is closed and convex. Then show that for any x, y ∈ Rd,

y ∈ ∂f(x)⇔ x ∈ ∂f∗(y)

⇔ f(x) + f∗(y) = 〈x, y〉
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